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1 Introduction

The use of cipher mechanisms in wireless networks is a must. This holds true for all kinds of wireless networks such as MANETs, sensor networks mesh networks, WLANs etc. Mobile devices are still suffering from scarce resources. This concerns particularly memory, calculation power and energy. The extent to which a certain device suffers depends on its class. For example, a standard PDA has sufficient processing power to run symmetric and even asymmetric cipher mechanisms, but its up time is decreased by these operations. Even embedded devices or sensor nodes are capable to run cipher mechanisms, nevertheless their lifetime penalty is even worse due to the fact that the batteries are smaller and that re-charging is much more complicated than for PDA like devices. A straightforward solution is the use of hardware accelerators for cryptographic operations, since they help to speed up the computation of cipher algorithms by two orders of magnitude while reducing the energy needed by three orders of magnitude. The additional hardware increases cost of devices. This might be acceptable for PDA like devices with a prize of 450+€, but not for sensor nodes that will be deployed in high volume and therefore need to be low cost.

In this paper we present our own design of AES, which supports encryption as well as decryption. It provides a throughput that is sufficient for high data rate, i.e., 54 MBit/s WLAN devices, and requires an area of less than 0.33 mm² in a 0.25 µm technology. Due to the small area the cost of such an accelerator is about 0.02€ if it is included into a system on chip solution, e.g., in our IEEE802.11a modem or into a sensor node.

The rest of this paper is structured as follows. We first provide a short description of AES and discuss related work. Section 3 provides details of our own implementation. Simulation results are presented in Section 4. There we compare our solution with other
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hardware implementations. In Section 5 a short summary concludes this paper.

2 State of the Art
In this section we first provide a brief overview of AES, i.e., we describe its major functional blocks. Thereafter we give a short overview of hardware and software implementations of AES, which we later on will use as a basis for evaluating our own implementation.

2.1 Overview of AES
AES (Advanced Encryption Standard) was selected as DES successor by NIST in 2001. There are no known successful attacks against AES. It can be implemented very efficiently in software as well as in hardware. AES consists of a key generator, which creates the round keys from the initial key and a ciphering part, which does the en-/decryption. In order to complete an en-/decryption the algorithm has to be applied ten times to the incoming data. Each such sequence is called a round. Each round consists of the following four functions that are applied to the data in the order given here:

1. Add key operation: the incoming/outgoing data is “xored” with the current round key
2. S-BOX: The S-Box maps an 8-bit-input into an 8 bit output. For every direction (encryption and decryption) an own S-Box is required, since its result depends on the operation (en-/decryption) that is currently performed.
3. Shift Row: The shift row operation is performing a cyclic shift within a single row.
4. MixColumn: In the MixColumn operation each column is multiplied by a given polynomial, represented by a cyclic shifted matrix. The resulting vector becomes the new column. While decrypting data the columns are multiplied with the inverse polynomial of polynomial used for encryption.

5. To perform the next round a new round key is required. It is calculated from the initial/previous key using a S-Box and a round depending constant.

2.2 Related Work
In order to evaluate the performance and energy benefits a hardware implementation of AES can provide we have examined several software implementations. Table 1 shows the results. They clearly indicate that even embedded devices can run AES in software. Sophisticated assembler implementation can further reduce the number of required clock cycles. For instance, our own assembler implementation requires only 1,000 clock cycles to encrypt 128 bit on a 64 bit MIPS RISC processor. So, hardware accelerator is only justified if:

1. An extremely long lifetime is required.
2. The amount of data to be encrypted is significantly high.
3. The hardware accelerator is extremely cost efficient.

There is a lot of work done with respect to hardware implementations of AES. Most of these implementations are high-throughput designs for up to 1 GBit/s and above, see e.g. [1; 11]. Since we are aiming at low cost and low energy consuming AES accelerators, high speed designs did not have serious impact on our own work. There are also several papers published that target at “low” throughput implementations [2; 3; 4]. References [2] and [3] have influenced our ideas on how to improve the AES performance. Also the optimisation of individual AES operations has attracted some attention. References [5] and [6] are investigating efficient S-Box implementations whereas [7] and [8] discuss the implementation of the AES mix-column operation. Especially [2] and [9] made an impact on our design with respect to the S-Box and MixColumn component.

3 Optimised Implementation of AES
In order to find an AES implementation that satisfies both optimisation goals, small area consumption and good performance, we investigated several potential designs for AES operations and put some effort in optimising the overall structure of the design. We

| Table 1 Performance of AES software implementation in C, measured on simulated MIPS 4KEp [16]. |
| Operation | # of clock cycles |
| Encrypt, 128 bit key (standard implementation) [14] | 44,578 |
| Decrypt, 128 bit key (standard implementation) [14] | 55,899 |
| Encrypt, 128 bit key (optimised version) [15] | 5,228 |
| Decrypt, 128 bit key (optimised version) [15] | 6,857 |
3.1 Global Optimisations

In order to achieve an area efficient AES design we modified the AES structure shown in Fig. 1. We changed the following:

1. Number of S-Boxes
2. Order of AES operations, i.e., Shift Row and S-Box
3. Key management

3.1.1 Reduction of the Number of S-Boxes

A standard AES design needs at least two S-Boxes, see Fig. 1. The first one is used for key calculation, whereas the second one is used during de-/encryption. Since these two operations are never executed simultaneously, we decided to omit one of the S-Boxes. But this comes at some cost, i.e., additional control logic is needed to ensure that the S-Box is used for the correct operation. The area consumption of the control logic is 3,000 µm² for 32 multiplexers. Thus, we reduced the area consumption by nearly 66,000 µm² which corresponds to the area of an S-Box. The concrete value depends on the design of the S-Box that is used in the respective implementation, see Table 3 in Section 3.2.2. Fig. 2 shows the resulting structure of our AES design. Our optimisation has no performance penalty due the strict alternation in the use of the S-Box, i.e., none of the S-Box operations is blocking the other one.

3.1.2 Parallelisation of S-Box and MixColumn Operation

Due to the fact that all AES functions are realised as individual hardware blocks we decided to parallelise our design. In the current design we use a pipeline with 2 stages, consisting of the S-Box and MixColumn operations. In order to allow parallel processing of columns of input data by the S-Box and the MixColumn operation we changed the sequence, in which the shift row operation and the S-Box operation are applied. Inverting the order of these operations does not change the result. The shift row operation only changes the sequence of the bytes of the data under en-/decryption, whereas the S-Box is applied to single bytes, which are not affected by the shift row operation. In other words the output of the S-Box operations only depends on its input, and not on the position of the input.

Our pipelined architecture needs 70 clock cycles, seven per round, to apply the whole AES algorithm to 128 bit of input data. Algorithm 1 (see Fig. 3) shows which operations are applied to the input data. All operations defined in the same line are executed in parallel, and each line requires a single clock cycle only to complete all specified operations. Table 2 shows the pipeline for S-Box and MixColumn. Please note that the S-Box and MixColumn operation are performed on a single column in one clock cycle and not on the full data array.

In some implementations, e.g. [2], the functions S-Box and MixColumn are performed in a single clock cycle on the full data array. But the S-Box is the most complex and time consuming operation of the AES algorithm. So splitting it into several steps reduces the timing constraints and allows operating the design at higher clock frequencies. Executing MixColumn and S-Box in one clock cycle reduces the maximal frequency clock to 66 MHz. Less complex S-Box and MixColumn implementations, that require more clock cycles, allow maximal clock frequencies of up to 125 MHz.

3.1.3 Optimisation of the Key Management to Support faster Decryption

The goal of our optimisation of the key management is to avoid the overhead needed to restore the original key after having en-/decrypted
a 128 bit chunk. Please recall that the key is modified in each round, which means that it has to be recovered before starting to encrypt the next chunk of data. The recovering needs ten clock cycles which is more than ten per cent of the time our AES design needs to complete the en-/decryption of 128 bit. Thus, we decided to use two 128 bit registers to store the initial keys. The first register contains the key for the encryption round and the second one contains the key for the decryption round. The major benefit of this solution is that a key setup time of ten clock cycles is required once per session only. Therefore, the direction, i.e., encryption or decryption, can be chosen and the algorithm will start immediately. Thus, more than ten per cent performance gain is achieved by using more area to store the keys, while it requires only seven per cent of the complete area of our design.

3.2 Optimised Operational Blocks

3.2.1 Optimisation of the Add Key Operation

The add key operation is performed on 128 bit input data in a single clock cycle. This is achieved by using 128 xor-gates to perform the add key operation. Thus, this design needs only 11 clock cycles (one cycle per round) to provide the add key operation for the complete en-/decryption of a 128 bit chunk. The size is about 10,200 µm², which is about 3.1 per cent of the size of the complete design. A sequential design, e.g., using 32 xor-gates, would need 44 clock cycles to complete the add key operation (4 clock cycles per round). Since encrypting of a data block requires 70 clock cycles if the 128 xor-gates solution is used, the sequential solution would slow down the complete algorithm by up to 50 per cent. So, the performance penalty clearly out weights any area gain.

3.2.2 Optimisation of the S-Box

A full AES design (encryption and decryption direction) requires two different S-Boxes. Thus an area efficient design of the S-Box is of high importance, i.e., it helps to reduce the area consumption. In addition, the design of the S-Box has a significant impact on the timing of the AES realisations, since it is the most complex operation.

There are several options to realise the S-Box, namely the use of ROM that stores the values, a look-up table as well as calculating the S-Box implementations using a combinatorial logic, and the calculation in GF(2⁸). For connecting the S-Box to the following operation MixColumn we evaluated two versions: a directly connected S-Box and a solution in which we use a register to buffer data when needed. The S-Box design using registers for buffering issues allows synthesising the complete design for much higher frequencies than the version without registers. In the range of 100 MHz this difference becomes evident, i.e., the synthesis was not successful completed for the latter design, see Table 4. Thus, if high throughput is the design goal the version with registers has to be used.

3.2.3 Optimisation of the MixColumn Operation

In the MixColumn operation each column of the matrix representing the data under encryption is multiplied with a given polynomial \( c(x) \), see Eq. (1). This operation can be described as a matrix multiplication, see Eq. (3). For decrypting data, a second polynomial \( d(x) \) (see Eq. (2)) is used, \( d(x) \) is the inverse of \( c(x) \) in the field GF(\( 2^8 \)).

\[
\begin{align*}
(1) \quad c(x) &= \{03\}x^3 + \{01\}x^2 + \{01\}x + \{02\} \\
(2) \quad d(x) &= \{08\}x^2 + \{00\}x^2 + \{09\}x + \{0E\}
\end{align*}
\]

\[
\begin{bmatrix}
\begin{matrix}
b_0 \\
b_1 \\
b_2 \\
b_3 \\
\end{matrix}
\end{bmatrix} = 
\begin{bmatrix}
\begin{matrix}
02 & 03 & 01 & 01 \\
01 & 02 & 03 & 01 \\
01 & 02 & 01 & 02 \\
01 & 01 & 03 & 02 \\
\end{matrix}
\end{bmatrix} 
\begin{bmatrix}
\begin{matrix}
a_0 \\
a_1 \\
a_2 \\
a_3 \\
\end{matrix}
\end{bmatrix}
\]

\[
(3) \quad d^2(x) = \{04\}x^2 + \{05\}
\]

The straightforward implementation is to use two independent hardware components for both multiplications. In order to reduce the area we applied the optimisation pro-

Table 3: Properties of different implementations of the S-Box.

<table>
<thead>
<tr>
<th>S-Box (look-up table)</th>
<th>41.056 µm²</th>
<th>1,032</th>
</tr>
</thead>
<tbody>
<tr>
<td>S-Box (calc in GF(2¹³))</td>
<td>14,133 µm²</td>
<td>356</td>
</tr>
<tr>
<td>S-Box (calc in GF(2¹³) with register)</td>
<td>16,312 µm²</td>
<td>424</td>
</tr>
</tbody>
</table>

Table 2: Example of the AES pipeline processing 4 data blocks each 128 bit long. The number in brackets denotes the current row number.

<table>
<thead>
<tr>
<th>Clock 1</th>
<th>Clock 2</th>
<th>Clock 3</th>
<th>Clock 4</th>
<th>Clock 5</th>
</tr>
</thead>
<tbody>
<tr>
<td>S-Box(0)</td>
<td>S-Box(1)</td>
<td>S-Box(2)</td>
<td>S-Box(3)</td>
<td>MixColumn(0)</td>
</tr>
</tbody>
</table>

S-Box (calc in GF(2⁸)) 14,133 µm² 356
S-Box (calc in GF(2¹³) with register) 16,312 µm² 424

Table 3: Properties of different implementations of the S-Box.
posed in [3]. The idea is to apply the MixColumn operation also for incoming data and afterwards multiplying it with $d^2(x)$ (Eq. (4)) to get the decrypted data. The point is that the area needed to realise the multiplication with $d^2(x)$ is much smaller than the one needed to implement the multiplication with $d(x)$. Fig. 4 shows the resulting structure of the MixColumn operation.

Some additional multiplexers are required to ensure the correct data flow for both operations, i.e., en-/decryption. The combined solution shown in Fig. 4 needs an area of about 16,500 $\mu$m$^2$, whereas the use of a MixColumn and an InvMixColumn block requires 29,341 $\mu$m$^2$ in silicon.

![Diagram of MixColumn operation](image)

**Figure 4** Reusing the MixColumn function for the inverse MixColumn function.

### 4 Measurements

In the following subsections we present simulation results concerning area and potential throughput of our AES design in 0.25 $\mu$m CMOS. We used Synopsys DesignVision [17] to synthesize the design and the simulations were executed using Cadence SimVision version 5.00-p001 [13]. All measurements presented in the rest of this section have also been done with these tools.

#### 4.1 Throughput

The potential throughput depends on the number of clock cycles needed to en-/decrypt 128 bit, and on the maximal clock frequency which can be applied for a certain design. Table 4 shows the timing constraints met by different S-Box designs. We are focusing here on the S-Box since it is the most complex function, i.e., its realisation determines the maximal frequency. The two S-Box designs that calculate the result are about 30 per cent smaller than the look-up table version, and are meeting the timing constraint down to 15 ns. The one using an additional register to relax the S-Box timing constraints can even satisfy timing constraints down to 8 ns. Please note that there is a significant larger area needed to meet the timing constraint of 8 ns than the one that is needed to meet the 10 ns constraint. The additional area is about 16 per cent of the 10 ns design. But this design is still about 14 per cent smaller than the look-up table version. Depending on the timing constraints met, clock frequencies up to 125 MHz can be supported. It results in a throughput of 205 Mbit/s, see Table 5. Including the input and output operations we need 78 clock cycles for a 128 bit data block. This is comparable to the results presented in [12] but our design requires about eight per cent less area.

#### 4.2 Area

In order to minimize the area required by our AES design we have evaluated the modules individually as well as the overall architecture of AES. The resulting design needs an area of about 0.329 $\mu$m$^2$ to 0.415 $\mu$m$^2$. This is not the minimal area that could be achieved, but further reduction of the area significantly reduces the potential throughput. From our point of view the 30 ns design is an optimal tailor made solution to support the maximal raw data rate of an IEEE 802.11a WLAN system. If higher data rates are envisioned the 15 ns design is the better choice since it comes with double the throughput requiring only three per cent additional area. In addition this version provides a throughput comparable to those presented

### Table 4

<table>
<thead>
<tr>
<th>S-Box (Look-up table)</th>
<th>30 ns</th>
<th>15 ns</th>
<th>10 ns</th>
<th>8 ns</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cell area [mm$^2$]</td>
<td>0.472</td>
<td>0.472</td>
<td>0.472</td>
<td>0.478</td>
</tr>
<tr>
<td>Gate equivalents [GE]</td>
<td>11,860</td>
<td>11,860</td>
<td>11,860</td>
<td>12,000</td>
</tr>
</tbody>
</table>

### Table 5

<table>
<thead>
<tr>
<th>Clock frequency</th>
<th>Throughput</th>
</tr>
</thead>
<tbody>
<tr>
<td>33 MHz</td>
<td>54 Mbit/s</td>
</tr>
<tr>
<td>66 MHz</td>
<td>108 Mbit/s</td>
</tr>
<tr>
<td>100 MHz</td>
<td>164 Mbit/s</td>
</tr>
<tr>
<td>125 MHz</td>
<td>205 Mbit/s</td>
</tr>
</tbody>
</table>

### Table 6

<table>
<thead>
<tr>
<th>Module</th>
<th>Size</th>
<th>Gate equiv.</th>
<th>Per cent of total area</th>
</tr>
</thead>
<tbody>
<tr>
<td>Alg w/o S-Box</td>
<td>130,266 $\mu$m$^2$</td>
<td>3,271</td>
<td>39.5</td>
</tr>
<tr>
<td>Key</td>
<td>126,156 $\mu$m$^2$</td>
<td>3,169</td>
<td>38.5</td>
</tr>
<tr>
<td>S-Box (row)$^1$</td>
<td>4 $\times$ 16,532 $\mu$m$^2$</td>
<td>4 $\times$ 415</td>
<td>20.5</td>
</tr>
<tr>
<td>Ctrl logic</td>
<td>6,550 $\mu$m$^2$</td>
<td>165</td>
<td>2.0</td>
</tr>
<tr>
<td>Total</td>
<td>329,100 $\mu$m$^2$</td>
<td>8,286</td>
<td>100.0</td>
</tr>
</tbody>
</table>
in [2] and [12], but requires about eight per cent less gate equivalents.

5 Conclusion
In this paper we have presented an area efficient and high performance hardware implementation of AES. In order to achieve such a small area we have analysed and optimised individual functional blocks of AES as well as the overall architecture. Our design allows a throughput up to 205 Mbit/s while requiring 0.415 mm² only. Thus, it is clearly well suited to be used in WLAN applications. It can easily support the required raw data rate of IEEE 802.11a, i.e. 54 Mbit/s, requiring only 0.33 mm². Due to its small area it does barely increase the bill of material of a standard WLAN enabled device. The power consumption of our AES implementation is about two orders of magnitude less than the one of the optimised software implementation presented in [15], i.e., it requires 1.04 mJ whereas the software implementation needs 95.3 mJ to encrypt 1 MByte.

An earlier version of our AES design was already manufactured and successfully presented at CeBIT 2005. There we used a streaming video application to show the applicability of our solution for real world problems as well as its interoperability with software implementations of AES.
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